M.Sc. I year, Sem II, CC-08, Distribution Theory
Question Bank (Model Questions)

Objective Questions

(1) Out of Geometric, Gamma and Exponential distribution which donot have reproduc-
tion property?

(a) Geometric only (b) Geometric and Exponential (c¢) Gamma and Exponen-
tial (d) Exponential only

(2) If F(x,y) is the joint distribution function of X and Y then which one of the following
is not correct?

(a) F(o0,y) = F(y)  (b) F(oo,—00) =0  (c) F(00,00) =0  (d) F(o0,0) =

P(X <)
(3) For large m and n, the mean of the number of runs under Hy is
(@) 7 () gEn =1 () o1 Q)

(4) The ration of two independent standard normal variates is

(a) Normal (b) Gamma (c) Beta of Second Kind (d) Cauchy

(5) If X ~ Gamma(a,n) then the distribution of 2 X is
(a) Gamma(2a,n)  (b) Gamma(a/2,n) (c) x3, (d) x2

(6) If X and Y two independent random variable having their densities f(z) = + 3¢, 0 <

x < oo and f(y) = \/% e7¥, y > 0. The distribution of X +Y is

(a) Gamma(7/2)  (b) Gamma(9/2) (c) x3  (d) None of these
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(7) If X and Y are two Poisson variates such X ~ P(1) and Y ~ P(2), the probability
P(X+Y <3)is
(a) e (b) 3e® (c) 4e™® (d) 8.5¢*

(8) The distribution in which the probability at each successive draw varies is

(a) Hypergeometric distribution (b) Geometric distribution (c) Binomial
distribution (d) Discrete uniform distribution

(9) The joint pdf of X and Y is f(x, y) = Az®y®, 0 <z, y <2. The value of A is
1 1 1 1
hl b) = all d) —
@ B @ @5

(10) The inequality f(E(X)) < E(f(X)) where f is convex is known as ....inequality
(a) Jonsen  (b) Markov (c) holder (d) Liepnouff



(11) ¢’ = is non-central ¢ statistic if for independent X and Y

X
VY/n
(a) X ~ N(u, 1) and Y ~ central x* with n df (b) X ~ N(u, 0?) and Y ~
central x* with n df (c) X ~ N(u, 1) and Y ~ non central x*> with n df (d)
X ~ N(0, 1) and Y ~ non central x> with n df

(12) The mean of X, for sample of size n from U(0, 1) is

1 1 T
(a) n (b) nil (c) n (d)

r
n+1

Short Questions
(1) If X ~ N(0,1). Find the distribution of Y = X?.
(2) If (X1, X5,...., X;,) ~ U(0,0). Find the distribution of X .

(3) Show that if X and Y are two independent Random variable the V(a X +bY) =
a?V(X) + bV (Y).

(4) Describe the method of transformation for obtaining the distribution of a function of
random variable.

(5) If X; and X, are independent N (0, 1) variates then show that X; + X5 and Xy — X
are independently distributed.

(6) A random variable X has the following probability distribution.

X=z [0[1]2]3][4]5] 6 7
P(X =2) |0 k|2k| 2k |3k | K |2k | TK2+k

(i) Find k. (ii) Evaluate P(X < 6), P(X > 6), P(0 < X < 5)

(7) Determine the value of the constant k such that f(x) as defined below is a pdf and
also find Mean and Variance of X. f(x) =kx(1-x);0<x <1

(8) For the joint probability density f(z, y) = 4z ye @) for x > 0, y > 0. Show that
X and Y are independent.

(9) Show that negative Binomial distribution is a compound distribution of Poisson and
Gamma distribution.

(10) Find the mean and variance of a zero-truncated bionomial distribution.



Long Questions

(1) If X; and X5 are independent N (0, 1) variates, show that X; + X5 and X, — X; are
independently distributed and also identify their distribution.

(2) If X; and X, are independent Gamma variates, then show that (X; 4+ X5) and (AXlAX#Q)
are independently distributed.

(3) Define order statistics and find the joint distribution of r** and s order statistics.
Hence find the distribution of range.

(4) Define non-central Chi-square distribution and obtain its distribution. Also find its
mean and variance.

(5) Define non-central F statistic and obtain its distribution. Also find its mean and
variance.

(6) Obtain the asymptotic distribution of sample median from a random sample from
U(0, 1) population.



